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Abstract

The aim of this study is to determine the factors affecting PISA 2015
Mathematics literacy by using data mining methods such as Multi-
layer Perceptron Artificial Neural Networks and Random Forest.
Cause and effect relation within the context of the study was tried
to be discovered by means of data mining methods at the level of
deep learning. In terms of Prediction Ability, the findings of the
method whose performance was high were accepted as the factors
determining the qualifications in Mathematics literacy in Turkey.
In this study, the information, which was collected from a total of
4422 students, 215 (49%) of whom were boys and 2257 (51%) of
whom were girls participating in PISA 2015 test, was used. The
scores, which the students, having gone in for PISA 2015 test, got
from mathematics test, and dependent variables and 25 variables,
which were thought to have connection with dependent variables
institutionally, were included in the analysis as predictors. As a
result of analysis, it was witnessed that Random Forest (RF)
method made prediction with smaller errors in terms of a number
of performance indicators. The factors that random forest method
found important after anxiety variable are Turkish success level of
students, mother education level, motivation level, the belief in
epistemology, interest level of teachers and class disciplinary
environment, respectively. The statistical meaning, significance
and impact levels of other variables were tackled together with
their details in this study. It is expected that this study will set an
example for data mining use in the process of educational studies
and that the factors whose affects were found out about the
students” mathematics literacy will shed light on National
Education system.
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Introduction

Programme for International Student Assessment — PISA, financed by Organization for
Economic Co-operation and Development (OECD), is a large scale research targeting to collect
information about Mathematics, Science literacy and reading skills of students of 15 year age group
enrolled to formal education as well as student motivation, thoughts about himself/herself, learning
styles and school and family environment (Akyiiz & Pala, 2010; Kamaliyah, Zulkardi, & Darmawijoyo,
2013). And also PISA aims to measure how much basic knowledge and skills that they achieve during
school life can be used in their real life by them (Bautier & Rayou, 2007).

PISA, during the end of compulsory education, evaluates knowledge and skill achievement
levels, which are necessary to provide 15 year old students with full participation in modern societies.
PISA helps to monitor the students to achieve knowledge and skills throughout the world and in the
sub-groups of the countries possessing different demographical features. In addition, it presents the
opportunity to understand the real aspect of education policies and applications (OECD, 2016a).

PISA was hold for the first time in 2000. In this examination, the countries of OECD and other
participating countries take part. Our country as well took part in this exam for the first time in 2003 so
as to determine our education level within international context. This exam is hold once in three years
periodically; and in each period, a field is focused on. In the exam held in 2015, science literacy was
specified as the focus field. In the exam, problem solving skills based on corporation as well as science,
Mathematics and reading-writing literacy were evaluated (Ministry of National Education [MoNE],
2016; OECD, 2016b).

In modern societies, comprehending Mathematics is vital with respect to the fact that the youth
be ready for their everyday lives. Today, it is necessary that Mathematics, Mathematical reasoning and
Mathematical tools be understood very well before comprehending the problems substantially together
with growing problems encountered in the occupational environment. Mathematics is an important tool
owing to the fact that the youth, throughout their lives, may come across problems and challenges in
terms of individual, professional, social and scientific circumstances (OECD, 2016b; Tiirkan, Uner, &
Alcy, 2015). In parallel with technological developments, it gains importance that Mathematics literacy
understanding directed to setting up a model and from theory to application, different from traditional
perspective of mathematics, should be formed (Uysal & Yenilmez, 2011).

According to PISA, Mathematics literacy is defined as “the individuals’ ability to formulize, use
and interpret Mathematics they need so that they can understand the role that Mathematics play in the
world, and carry out judgement relying on truths, and make their living as a constructive, creative and
idealistic citizen”. In other words, Mathematics literacy can be defined as the skill to make reasoning
using mathematics and mathematical concepts in order to explain, describe and estimate the events in
solving the problems that they will encounter (Akyiiz & Pala, 2010; Bautier & Rayou, 2007; Kamaliyah
et al.,, 2013; OECD, 2016b; Tiirkan et al., 2015; Uysal &Yenilmez, 2011).

The researches carried out indicate that Mathematics literacy in Turkey is at low level (Celen,
Celik, & Seferoglu, 2011; OECD, 2007; OECD, 2016b). In the field of Mathematics literacy, Turkey has
an average score of 420, while the average of OECD is 490 and the average of all countries is the score
of 461. As is known, the Mathematics literacy consists of six levels in PISA: The first level demonstrates
the lowest level; however, the sixth level shows the highest level (OECD, 2016b). Moreover, another
level has been created for the countries that fall below first level. When looked at the distribution of the
students’ qualifications levels in the field of Mathematics literacy of PISA 2015, the students’ proportion
below sub sufficiency level, that is, first and below first level students in Turkey is 51.3%, while it is
23.4% for OECD member countries and 35.8% for all participating countries. In our country, the
students’ proportion at sub sufficiency level was 42% in PISA 2012, while it increased up to 51.3% in
PISA 2015. Furthermore, in PISA 2015, at 5% and upper levels, namely the students” proportions taking
place at the highest level was 2.01% for Turkey, while it was 10.7% for OECD member countries and
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8.2% for all countries. In our country, while the students’ proportion occupying the highest level was
5.9% in PISA 2012, it is seen that it dropped to 2.01% in PISA 2015 (MoNE, 2016).

When the literature is examined, although there are many studies using PISA data, it is seen
that there are limited studies using the methods used in the present study (Aksu, 2018; Aksu & Dogan,
2018; Benzer & Benzer, 2017; inal & Turabik, 2017; Saarela, Yener, Zaki, & Karkkainen, 2016; Tepehan,
2011; Toprak, 2017). Either artificial neural network or decision trees were used in these studies. The
present study is considered to be important since it is the first study in which Multi-Layer Perceptron
Neural Networks from the Artificial Neural Networks family and Random Forest methods from the
Decision Trees family are used together.

The aim of this study is to investigate the factors influencing Mathematical literacy of students
at the age of 15 in Turkey using advanced level statistical methods. The aim here is not only to establish
the present case but also to find out the significant factors having impact on Mathematics literacy and
also to present clues for the development of educational policies and curriculums about the issue. PISA
2015 data will be studied by means of ANN and decision tree of data mining and the factors affecting
Mathematics literacy will be revealed according to their importance degree. By this way, alternative
models were compared to each other in discovering cause and effect.

Data mining is the process to take out the valuable knowledge from a great amount of data.
Data mining is the analysis of very large data sets which summarize the comprehendible and available
data with certain methods and try to find the complex relations between them (Hand, Mannila, &
Smyth, 2001).

Data mining uses a comprehensive quantitative method family similar to statistical analysis,
decision trees, artificial neural networks, deduction and graphic visualization (Shaw, Subramaniam,
Tan, & Welge, 2001).

The decision trees used for classification in the field of data mining are highly preferred since
they are easy to set up, and can be interpreted easily, can provide an easy integration with data bases
and their reliability rate is at high level (Emel &Tagskin, 2005).

Using the data of PISA, it was seen that, several studies about Mathematics literacy were
performed (Aksu & Giizeller, 2016; Akyiiz & Pala, 2010; Azapagasi Ilbagi, 2012; Azapagasi Ilbag1 &
Akgtin, 2012; Glizeller & Akin, 2014; Inal & Turabik, 2017; Okatan, 2017; Saarela et al., 2016; Satici, 2008;
Ziya, 2008). In this study carried out, different from the previous studies, including some variables,
whose affects were not examined before, were taken into the analysis of this study, and Mathematic
literacy was put under the magnifier. In this study, some variables (anxiety level, parental education
level, motivation level, belief in epistemology, teacher's interest, disciplinary classroom environment)
used in different years similar to PISA researches are examined, and also the effects of some variables
which are not taken into consideration or taken into account at a very low level (such as achievement
level in Turkish, having educational software at home, having technical books at home, setting goals in
school life) were also investigated. Moreover, statistic methods used within the perspective of this study
are at innovative levels to establish an example for researches of education sciences.

The main aim of the study is to reveal the factors affecting mathematics literacy based on the
findings of the method with strong predictive ability. In line with this basic aim, the cause-effect
relations between factors affecting Mathematics literacy of students in Turkey were analysed by means
of Random Forest and Multilayer Perceptron Artificial Neural Network; and in the direction of aims to
determine the prediction with the least error and highest accuracy rate, and to compare the
performances of methods, answers to the following questions are looked for:

1. What are the effects of predictive variables on Mathematics literacy?
2. What are the importance levels of variables in the model according to both methods?

3. What is the predictive ability of both methods?
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Method

This investigation is a study carried out via related screening model of screening models.
Related screening model is an investigation method examining the interaction between more than one
variable with cause-effect basis (Karasar, 2006).

Population and Sampling

In 2015 in PISA, a computer based assessment was carried out for the first time. A total of 72
countries, 35 of which were OECD member countries, participated in PISA 2015. The sampling group
was composed of about 540 thousand students, representing 2 million students at the age of 15,
attending to schools in the participating countries (MoNE, 2016). PISA 2015 was applied as computer
based examination to the students of 15 years of age attending to formal education in our country.
According to level 1 of Statistical Area Classification (SAC), taking 12 areas as basis, 187 schools from
61 provinces were selected randomly. 5895 students randomly selected among the ones attending these
schools participated in this application (MoNE, 2016). In this study, the information gathered from a
total of 4422 students, participating PISA 2015 examination, 2165 (49%) of whom were boys and 2257
(51%) of whom were girls.

Measurement Tools

In this survey, students’ questionnaire belonging to PISA 2015 Turkey example and scales and
points received from Mathematics literacy test were used as data collecting tool. This data file of PISA
2015 application was obtained from www.pisa.oecd.org , the official web page of PISA. As these data
are open to the utilization of everyone, no special permission was demanded to use the data.
Downloading the PISA 2015 data from abovementioned web page, they were formed in accordance.
with the context of the study.

In the study, initially, the variables thought to affect Mathematics literacy were chosen
depending on the conceptual framework. Within the context of the investigation, Student Anxiety Scale
(Anxiety), Student Motivation Scale (Motivation) and Epistemological Beliefs Scale (Epistemological
Beliefs) were used.

Student Anxiety Scale had one factor which was made up of five items; and student attitudes
were scaled in four scales as “1- I certainly agree”, “2- I agree”, “3- I don’t agree”, “4-1 surely don’t
agree”. The lowest point that can be received from this scale is calculated as 5 and the highest as 20. The
low point obtained from this scale points out low anxiety, on the other hand high point indicates high
level anxiety. Cronbach Alpha reliability coefficient of the scale was found to be 0.83.

Epistemological Beliefs Scale used within the context of the study consists of six items and
presents a structure with single factor. As in the other scales used, students’ attitudes are degreed with
scale of four. The lowest point that is possible to be taken from this scale is calculated as 6, while the
highest is computed to be 24. The low point to be obtained from the scale exhibits low belief, whereas
the high point shows high belief. Cronbach reliability coefficient of this scale is found to be 0.92.

In addition to the scales used in the study, some demographic and personal information of the
students were also used (Table 1).
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Table 1. Descriptive Statistics Belonging to Predictor Variables

Predictors Predictor Type Categories %
Grade 7 0.3
Grade 8 1.5
o . Grade 9 19.8
Class Classified (Nominal) Grade 10 75 o
Grade 11 3.0
Grade 12 0.1
Gender Classified (Nominal) Female >1
Male 49
High school 14.8
Vocational/Technical High School 13.8
Mother education level Sequential (Ordinal) Secondary school 19.8
Primary school 38.4
Non-primary school graduate 13
High school 16.3
Vocational/Technical High School 19.7
Father education level Sequential (Ordinal) Secondary school 27.2
Primary school 31.2
Non-primary school graduate 52
- . Yes 85.8
Do you have study desk at home? Classified (Nominal)
No 14.2
E:rr)l’:; have your own room at Classified (Nominal) KI(ZS Zii
Do you have a quiet place to Classified (Nominal) Yes 84.5
study at home? No 15.5
Do you have a computer at home o . Yes 69.2
to u)s’e for school W(I))rk? Classified (Nominal) No 30.8
la)t(i1 z(r)rlllel;ave educational software Classified (Nominal) L(;s ;132
E: n)lr:?u have an internet link at Classified (Nominal) 1\\{Ieos 22?
Do you have auxiliary books to o . Yes 84.6
helgyou with the SCJO ol Classified (Nominal) No 154
B eI Sl Somin) o
Secondary school 1.6
Which point do you target to ' . V(?cational/Technical HighSchool 14.1
reach at your school life? Sequential (Ordinal) High school 6.9
College 5.3
University /Graduate/ PhD 72.1
Never or almost never 35.3
Teachers call on me less often Continuous (Interval- A few times a year 19.9
than they call on other students. scale) A few times a month 20.2
Once a week or more 24.6
Never or almost never 56.2
Teachers force me harder than  Continuous (Interval- A few times a year 21.3
they force scale) A few times a month 14.9
Once a week or more 7.6

397



Education and Science 2020, Vol 45, No 202, 393-415 O. Bezek Giire, M. Kayri & F. Erdogan

Table 1. Continued

Predictors Predictor Type Categories %
. . . Never or almost never 59.7
Teachers give me the impression . .
Continuous (Interval- A few times a year 15.9
that I am less smart than I really .
am scale) A few times a month 14.1
) Once a week or more 10.4
Never or almost never 69.2
Teachers discipline me more Continuous (Interval- A few times a year 15.6
harshly than other students. scale) A few times a month 8.0
Once a week or more 7.2
Never or almost never 75.1
Teachers ridicule me in front of Continuous (Interval- A few times a year 13.3
others. scale) A few times a month 6.4
Once a week or more 5.3
Never or almost never 724
Teachers insult me in front of Continuous (Interval- A few times a year 14.8
others. scale) A few times a month 6.6
Once a week or more 6.1
Continuous (Interval Low 20.1
Number of lessons per week ot a Medium 79.5
scale) .
High 0.3
Low 71.8
Turkish success status Classified (Nominal) Medium 27.9
High 0.3
Low 224
L ing ti llocated t
earning }me atlocatec to . Classified (Nominal) Medium 75.6
Mathematics on weekly basis .
High 2.1
Student Anxiety Scale Continuous (Interval-
scale)

Continuous (Interval-

Student Motivation Scale
scale)

Continuous (Interval-

Belief Scale about Epistemology scale)

In the study, as dependent variable; the average of ten different possible values (PVIMATH-
PVIOMATH) in terms of mathematical literacy cognitive field competence at the student level were
taken. The average scores were grouped according to the threshold values of PISA 2015 mathematics
proficiency levels, and then the proficiency levels were transformed into three-level categorical as low-
medium-high (Table 2). In this case, the predicted variable in the model presents a categorical data
structure. As it is known, in the statistical processes, the data type of the variables included in the model
is considered to be important, and analyses appropriate to this data structure should be preferred
(Kayri, 2015).

Table 2. Thresholds and categories of PISA 2015 mathematics literacy sufficiency levels

Sufficiency levels Score (X) Category
Below level 1 0< X <357.77 Low
Level 1 357.77 < X <420.07 Low
Level 2 420.07 < X <482.38 Low
Level 3 482.38 < X <544.68 Medium
Level 4 544.68 < X <606.99 Medium
Level 5 606.99 < X <669.30 High
Level 6 669.30 - 1000 High
(IES>NCES, 2018)
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Analysis

Within the context of the study, the methods from the family of artificial neural networks, Multi-
Layer Artificial Neural Networks (MLANN) and from the decision family, Random Forest (RF) have
been used. In the literature, it is reported that these methods find out robust (robust) and unbiased
(unbiased) findings, and that they reduce the error variant belonging to estimate by iterative (iterative)
algorithms, and that they can make classification with high accuracy rate (Becerra et al., 2013; Biau &
Scornet, 2016; Eriksson & Varathharajah, 2016). Within the scope of the study, not only Multi-layer
Perceptron method of Artificial Neural network family, which has strong prediction ability, was used
but also random Forest method of Decision Trees family, known to be strong, was applied to the data.
By this way, alternative methods have been compared in finding out the cause-effect relation.

For the analyses carried out within the context of the survey, Weka, SPSS, SPSS Modeler, Matlab
and MS Excel programs have been used. With Weka software, predictions were made with Multilayer
Perceptron Neural Networks and Random Forest Method, and predictions were performed and the
performance indicator (Root of Mean Square Error, Mean Absolute Error, Root of Relative Square Error)
values were obtained for the predictions. In the study, Weka software failed to discover the ideal cell
(neuron) number with minimum error in the Multilayer Artificial Neural Networks (Hidden Layer);
therefore, Matlab software was used. While downloading the PISA data file, the data was first converted
to Excel format and transferred from Excel to SPSS. Data clearance was performed in SPSS and
descriptive statistics of the variables in the model were obtained. In SPSS Modeler software, the visual
objects (Figure 3, Figure 4) of the predictions obtained by Multilayer Perceptron Artificial Neural
Networks and Random Forest Method were produced.

Multi-Layer Perceptron Artificial Neural Networks (MLPANN)

Artificial Neural Networks (ANN) is a knowledge processing system invented by being
inspired from biological neural networks in the human brain (Fausett, 1994). ANN is a Mathematical
model successful in classification; clustering and prediction developed being inspired from the
functioning of neurons making the basis of biological neural system (Hamzagebi, 2011; Priddy & Keller,
2005). A number of scientists of various branches use ANN in order to solve the problems encountered
in the fields of pattern recognition, prediction, optimization, associative memory and control (Jain &
Mao, 1996).

ANN is preferred due to the fact that it has fewer assumptions compared to classic statistical
methods. In this method, the basic assumptions sought for parametric tests (linearity, normality,
homogeneity and additivity) are not taken into consideration (Inal & Turabik, 2017). Therefore, ANN is
accepted as a non-parametric method (Comrie, 1997). ANN, due to its readily applicability to everyday
problems, has been widely used in recent days. It has the capacity to determine high level non-linear
relations that classic statistic methods have not been able to find answers (Akbilgic, 2011; Cganh, Liang,
& Chen, 2011).

ANN constitutes from various types of bindings of artificial neural cells and it is arranged in
forms of layers. ANN is studied in two broad groups according to their structures: Feed-forward Neural
Networks and Back Propagation Networks.

MLPANN generally has a high performance in issues such as classification, prediction,
recognition and interpretation (Oztemel, 2012). This model, where inputs and outputs are shown
together in training stage, is the mostly used model in ANN (Seyman & Tagpinar, 2009).

In Multilayer Artificial Neural Networks, it is aimed to minimize the error between the expected
result and the result obtained from the network. MLPANN uses back propagation learning algorithm
to minimize the estimating errors. In this algorithm, errors are tried to be reduced backward from output
to input (Seyman & Taspinar, 2009). In these networks, it is possible to use the network for prediction
by determining network architecture (Cuhadar, 2013; Kaynar, Tastan, & Demirkoparan, 2010; Kayri,
2015).
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In MLPANN, there is an input layer, an output layer and one or two hidden layer between input
and output layers. The process unit in the layers are in association with each other. In these networks,
the information to be solved via input layer is taken into the system; and the information processed via
output layer is given out (Goniil, Ulu, Bucak, & Bilir, 2015; Hamzagebi, 2011; Kaynar & Tastan, 2009).
The architectural structure belonging to MLPANN can be shown as in Figure 1.

bput Layer Hidden Layer Output Layer
e, e,
N - N
b f Y

Figure 1. A basic MLPANN presentation (Kayri, 2015)

The basic structure of multi-layer perceptron is in the form of a single neuron or a ganglion. In
this method, a ganglion takes a number of values such as xi, ..., xn, and the resulting values are added
after input values of wi, ..., wm are multiplied by a number of weights. A constant 8 value, known to
be ganglion threshold, is added to this nominal input total. The ganglion output is obtained by assessing
a function of the non-linear total. Ganglion activation function of “f” is demonstrated in Equation 1
(Gibson, Siu, & Cowan, 1989).

fG)=0-e™)/(1+e™) (D

X

1-—e™

YT U+ e
-1

Figure 2. Ganglion structure and activation function belonging to MLPANN (Gibson et al., 1989)

MLPANN, as shown in Figure 2, is made up of a number of ganglions arranged in layers. In
this method, a multiple dimension input passes to each ganglion in the first layer. That’s to say, the
outputs of ganglions in the first layer become the input for the ganglions in the second layer afterwards,
and the process continues this way. Therefore, the outputs of the network are the outputs of ganglions
taking part in the last layer. Here, while there are connections from each ganglion in the following layer
to the other ganglion, there are no connections between the ganglions on the same layer (Gibson et al.,
1989).

The error term in MLPANN is calculated through forward feed and back propagation
algorithm. In general, error variant is computed by means of Squared Error Function.

&= %Zﬁvﬂ Zj!il[y]'(xi) - tij]z ’
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yj(x;), taking place in Equation 2 is the prediction value belonging to dependent variable of
MLPANN, and tj shows real value of dependent variable. As is known, error is calculated as distance
between real values and predicted value with basic form (Karadeniz, Yiincii, & Aydemir, 2001; Kayri,
2015). While some of algorithms used in MLPANN target to minimize the error, some others realize the
learning process to identify the pattern.

To train the network in MLPANN, the importance of connections change according to the
knowledge learnt. The network learns the output of each input model by comparing it with a target
output for this model; afterwards, it calculates the error and it spreads an error process backward along
the network. To operate the network after being trained, the values of input parameters are presented
to the network. After this, the network calculates node outputs using available importance values and
thresholds developed during training process. The operating of the network is extremely fast because
the system calculates network node values merely once. So as to test the accuracy of a trained network,
the coefficient of determination R? is used. The coefficient is a criterion which shows how well
independent variables can explain the measured dependent variable or variables. The higher the R?
value the better the relation between the variables (Yeh, 1998).

Random Forest Method (RF)

RF is a method which is designed to form a prediction for decision trees growing up in the sub-
spaces belonging to data randomly chosen in 2000s by Leo Brieman (Biau, 2012). While this method
combines clustering and bootstrap ideas via decision trees, it is a strong non-parametric statistical
method used in two class and multi class classification problems as well as single or multi direction
regression problems (Geneur, Poggi, Tuleao Malot, & Villa-Vialanix, 2017).

RF is a method whose prediction performance is very high in cases where the number of
independent variables is high in big data sets and missing data is a lot. However, RF method measures
the importance levels of independent variables (Bilgen, 2014).

The algorithm of RF is generally quite successful in classification and regression processes. In
this approach, more than one random decision trees are combined and they are brought together by
taking the mean of predictions. In cases when the number of variable is more than observant, it displays
excellent results (Biau & Scornet, 2016). In RF method, it is possible to work with as many trees as
possible. Moreover, it is strong in correct predictions among algorithms, and is also durable to over
fitting and very fast (Breiman & Cutler, 2017).

In RF method, pruning and interruption rules are not valid (Archer & Kimes, 2008; Breiman,
2001). According to Quinlan (1993), the fact that there is no pruning is one of the biggest advantages of
RF method compared to other decision tree methods (Quinlan, 1993).

RF method, compared to constituting classification and regression trees, constitutes each tree
using a different bootstrap example showing change. In standard trees, in each node, division occurs
by utilizing the best division among variables. In RF, on the other hand, each node is created by using
the best division provider among the predictors chosen randomly among all nodes (Liaw & Wiener,
2002).

RF uses the best variable among the ones chosen randomly in each node to split the node into
branches. Data sets are generated iteratively from original data set; and the trees are developed by using
the property of random (Akar & Giingor, 2012; Archer & Kimes, 2008; Breiman, 2001). Therefore, RF
method uses Classification and Regression Tree (CART) algorithm making up dual decision tree of
decision tree algorithms to generate trees (Archer & Kimes, 2008; Breiman, 2001). In CART algorithm,
the branches in each node is made up according to GINI index which separates the widest class in data
set from the others in dual form. GINI index is a measurement giving information about class
homogeneity, thus it shows that if the index is small, the class is homogeneous; if it is big, the class is
heterogeneous (Akar & Giingor, 2012).
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Gini coefficient is calculated through the formula below as below to show that data set
containing examples from n class is D and p; and that j is the relative frequency of class j; and that p(j/t)
is the relative probability belonging to class j at t node (Akar, Giingor, & Akar, 2010).

Gini (t) =1— ¥;[p(\D)]? 3)

In RF method, at the stage of establishing the model, it should be decided whether the original
data set or another data set will be utilized to test the model. If the original data set is to be used, it is
necessary that 2/3 of this data set be separated as training data (preloading examples-inBag) and the rest
be separated as test data (Out of Bag (OOB)). In case a different data set is used or the test data is
separated from the original data set, 2/3 of these separated data are used as training data set, the rest
are used as test data (Akman, 2010; Atasever, 2011). The trees are changed without a need to prune from
these uploaded examples (Akar & Giingor, 2012). The error proportion is determined by testing the
developed trees by means of test data set (OOB). Taking the mean of all trees, the mean error rate for
prediction is found out. The tree with the least error rate is weighted with the highest weight, while the
highest with the lowest (Atasever, 2011).

RF classifier is shown as { h(x, 6K) k=1, ....... ,} to indicate 6K as random vector and x as input
data.

In order to find out the winner class, each of the developed decision tree is given vote, by this
way the winner class is determined. After this, all trees are appointed to a vote or the most popular
class. All these actions and processes carried out are called as Random Forest (Breiman, 2001).

Algorithm of Random Forests is as follows for classification and regression problems:

1. npieces of bootstrap examples are chosen from the original data. 1/3 of these are used
for training and 2/3 is used for learning.

2. Unpruned classification and regression trees are grown for each preloading examples.
For this, instead of choosing the best division provider among all variables present in
learning data set (inBag), initially m pieces examples are chosen randomly and then
the one that will provide the best division is determined.

3. Anew datasetis predicted collecting n pieces decision trees” predictions. For example,
new data is predicted taking mean for regression and majority of votes for
classification into consideration (Liaw & Wiener, 2002).
Performance Criteria
Root Mean Square of Error (RMSE), Mean Absolute Error (MAE), Relative Absolute Error (RAE)
and Root Relative Square Error (RRSE) and the correlation coefficient showing the relation between
observed value and real value are the performance criteria used in evaluating the network structure.
And this is expressed in the equations given below (Kayri, 2015, 2017).

RMSE = f%ZL(Pi - 0,)? 4)

1

MAE = - %L, [P — O] )
27,1_ Pi:i—0;

RAE =221 — 6
Zj=1|01'_0| ( )

N (Pi—0)?

RRSE = Dl
Z?:lqoj_ol)

)

N —0:)2
CE=1- Zi=1(Pl 0y) (8)

N (Pi—0m)?
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Here, Pi shows the predicted values, and Oi shows observed values. It is necessary that the
values of RMSE and MAE be close to zero and CE coefficient to 1 (Kayri, 2015).

Before PISA 2015 data set was analysed with MLPANN and REF, it was tested whether there was
a problem of multicollinearity between the variables included in the analysis. In the test of
multicollinearity, Variance Inflation Factor (VIF) and Tolerance of multicollinearity are taken into
consideration. In case the VIF value is bigger than 10 and Tolerance value is smaller than 0.1, it is
understood that there is the problem of multicollinearity between variables (Keller, EI-Sheikh, Granger,
& Buckhalt, 2012). In this study that was carried out, it was observed that VIF values changed between
1.088 and 4.201 and Tolerance value between 0.238 and 0.901. As a result, it was comprehended that
there was no multicollinearity problem between the variables used in the study.

Findings

Initially, MLPANN method was applied to data set. Within the context of the present study,
the number of hidden layers in MLPANN architecture was operated a number of times and it was
determined that the methods presented different performance in each trial. It was seen that MLPANN
architecture was formed from two hidden layers. In the first hidden layer, there were 11 neurons, and
in the second neuron the same number of neurons was present. As a result of the analyses conducted,
it was observed that hidden layer activation function was hyperbolic tangent, while output layer
activation function was softmax. In MLPANN analysis, the accurate classification rates of predictions

are displayed in Table 3.

Table 3. Accurate classification rate according to MLPANN Method

Prediction Method MLPANN
Dependent variables Math achievement status
Number of independent variables 25

Accurate classification rate %86.7
Misclassification rate %13.3

In MLPANN architecture, the significant levels of predictors effective on predictor variable are

exhibited in Figure 3.

Mormalized Importance
% % 4t:\ % B0 100%

Turkizh success status 4 ]
Epistemological beliefs < ]
Anxiety o ]
Motivation - ]
Target to reach at your school life 4 ]
Father education level -
Mother educationlevel £———— ]
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Class 0 ——————
Teachers force me harder &
Tachers discipline me more harshly {1
Teachers insult me infrontof others {1
Number of lessons perweek {1
Learning time allocated to Mathematics 4]
Auxiliary books to helpyou 4]
Teacherscallonmeless £ 1
Teachers give me the impression4_—__ ]
Aquiet place to study at home
Teachers ridicule me infrontofothers 4]
Aninternetlinkathome{_—_—__1

Technical reference books at home
Study desk at home o
COnwin room at home o

Acomputer at home ~ 1
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0,00 005 010 0,15

Importance

Figure 3. Standardized importance levels of variables according to MLPANN Method
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When Figure 3 is examined it is seen that the most important predictor influencing predictor
variable was Turkish language success level of the students, and that some other variables were the
students” Epistemological Beliefs, Anxiety, motivation, target point in school life, father education and
mother education, respectively. It was found to be surprising that the success level of Turkish language
was in positive correlation with Mathematics literacy level (r=0,647, p<0.01). In the literature review, it
was seen that the relationship between mathematics literacy and Turkish success of PISA students was
tested by very few researches. In general, while mathematical literacy, which is a numerical field, is
expected to be related to a numerical field such as Science (Giileg & Alkis, 2003; Giirsakal, 2009; Inal &
Turabik, 2017), it is seen that mathematics literacy has in the first-line relationship with the Turkish
course within the scope of verbal field. In parallel with our results, there are studies investigating the
relationship between mathematics and Turkish. In these studies, it is stated that there is a statistically
significant relationship between the success of the mathematics course and the success of the Turkish
course (Cosguner, 2013; Goktas & Glirbiiztiirk, 2012; Giile¢ & Alkis, 2003; Giirsakal, 2009; Tatar & Soylu,
2006). This result shows that understanding the problem correctly and reading comprehension skills
are closely related to success in mathematics. It can be said that other variables taking part in the model
had a high level effect on predictor. The relative importance of all predictors taking place in the model
is shown in Table 4.

Table 4. The importance levels of predictor in MLANN architecture

Predictors Importance Standardized Importance (%)
Turkish Success Status 154 100.0
Belief about Epistemology .064 41.3
Anxiety .063 40.8
Motivation .058 37.3
Which point do you target to come in school? .049 31.6
Father Education Level .046 29.8
Mother Education Level .045 29.0
Gender .044 28.3
Class .043 27.9

When Table 4 is looked through, it is seen that the most important variable is Turkish language
success with 100% standardized importance, following this, the Epistemological Beliefs of the students
with 41,3% and then Anxiety with 40,8% and then motivation with 37,3% and then 31,6%, and then
point targeted in school life with 29.8%, and then father education level with 29%, and mother education
level with 28.3%, and then gender with 27.9% which belong to class variables.

And then, Random Forest was applied to the data set. Accurate classification rate belonging to
RF method is shown in Table 5.

Table 5. Accurate classification rate according to RF method

Model Building Method Random Forest
Dependent variable Math achievement status
Number of independent variables 25

Correct classification rate %81.2
Misclassification rate %18.8

When prediction is made with the help of RF, one of the methods of Educational data mining,
it is seen that the findings did not exhibit a close parallelism with MLPANN. In the prediction made
with RF, the predictors effective on predictor variable is shown in Figure 4.
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Predictor Importance
Anxiety

Turkish success status -
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Maotivation

Epistemological beliefs
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25 £ T i 125 15 I7 8
Predictor Importance

Figure 4. The importance level of variables according to Random Forest method

When Figure 4 is examined, it is seen that the most important variable influencing predictor
variable is anxiety variable and the other variables are respectively Turkish language success, mother
education level, motivation, the Epistemological Belief of the student, father education level, finding
teachers’ intelligence to be low, teacher force and disciplined class environment.

In the study, to compare predicting abilities of MLPANN and RF methods, accurate
classification percentage, correlation, Root Mean Square (RMSE), Mean Absolute Error (MAE) and Root
Relative Square Error (RRSE) are used. Within the context of investigation, in terms of accurate
prediction, the performance indicators of MLPANN and RF are presented in Table 6.

Table 6. Performance of MLPANN and RF methods

Correct Classification Rate %  Correlation RMSE MAE RAE RRSE
MLPANN 86.7 0.638909 0.3927 0.2449 0.6831 0.9005
RF 81.2 0.676193 0.3217 0.2064 0.5756 0.7377

When Table 6 is examined, it is seen that MLPANN has done a higher level of accurate
classification than RF (MLPANN accurate classification rate= 86,7%, RF accurate classification
rate=81,2%). When the rest of the indicators are examined, it is possible that RF has exhibited a higher
performance than MLPANN. In terms of correlation coefficient, it is seen that RF has exhibited a higher
level performance than that of MLPANN, and that RMSE, MAE RAE and RRSE indicators have
exhibited a case for RF. Because of all these facts, it can be accepted that the model which RF prediction
ability has turned out be more rational and consistent than MLPANN.
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Discussion, Conclusion and Suggestions

The aim of this study was to determine the factors affecting PISA 2015 mathematical literacy
and compare the predictive capabilities of both methods using data mining methods, Multilayer
Perceptron Neural Networks and Random Forest. As a result of the analysis; it was found that the
Random Forest method yielded better results in terms of performance criteria and the ability of
prediction was slightly higher than MLPANN. However, it seems to be possible that the cause-effect
relationship of the Random Forest method can be robust and consistent.

Although there are many studies using PISA data, it is seen that there are limited studies using
the methods used in the present study (Aksu, 2018; Aksu & Dogan, 2018; Benzer & Benzer, 2017; Inal &
Turabik, 2017; Saarela et al., 2016; Tepehan, 2011; Toprak, 2017). Aksu (2018) and Aksu and Dogan (2018)
used Decision Stump, Hoeffding Tree, .48, Logistic Model, RepTree, Random Forest, Random Tree, and
Ridge Logistic Regression methods to classify students' science literacy using PISA 2015 data and
obtained the best results with the Random Forest method. Saarela et al. (2016), in their study where they
compared Discriminant Analysis, Support Vector Machines and Random Forest methods to estimate
the mathematical achievement of Finnish students, found that Support Vector Machines predicted
better in terms of predicting performance.

Using PISA 2012 data to determine the factors that affect mathematics achievement, Toprak
(2017) used Multilayer Perceptron Artificial Neural Networks, CHAID algorithm from Decision Trees
and Linear Separation analysis. In the study, MLPANN was found to be more successful in terms of
classification performance in sub-groups. Tepehan (2011) compared the performances of Multilayer
Perceptron Artificial Neural Networks and Logistic Regression methods to predict mathematics
achievements on PISA 2006 data and found that Multilayer Perceptron Neural Networks performed
better. Benzer and Benzer (2017) evaluated the current PISA test results of OECD countries with
MLPANN and Regression Analysis; and they found that MLPANN gave better results. Inal and Turabik
(2016) used the MLPANN method to determine the factors affecting the success of the students
attending PISA 2012; and they identified that the most important variables were in science success,
reading success, attitudes towards mathematics, and interest variables to mathematics.

In the literature, while PISA data using studies that used the methods used in the present study
together were not come across, it was seen that classical statistical methods were frequently used in the
studies.

In our country, there are studies using different methods to determine the variables that are
thought to have an impact on PISA mathematic literacy (Aksu & Giizeller, 2016; Giirsakal, 2009;
Karabay, 2013; Karabay, Yildirim, & Giiler, 2015; Kogar, 2015). In these studies; factors affecting
students' achievement levels were determined as follows: Giirsakal (2009); gender, age at the beginning
of school, the education level of the parents, and Karabay (2013); the opportunities in the home, the
education level of parents and the quality of education resources in the school, and Karabay et al. (2015);
class, gender, father's education level, facilities at home, where the school is located and the school's
selectivity, and Kogar (2015); gender, economic, social and cultural status index and time spent learning
mathematics, and Aksu and Giizeller (2016), on the other hand, self-efficacy, attitudes towards
mathematics and working discipline.

While there are no studies in the literature where the methods used in the current study are
used together in the field of education, it is seen that there are many studies comparing these methods
together out of education field (Bansal, Chhikara, Khanna, & Gupta, 2018; Becerra et al., 2013; Eriksson
& Varatharajah, 2016; Fern’andez-Delgado, Cernadas, & Barro, 2014; Guo, Zhao, & Yin, 2017; Kayri,
Kayri, & Gengoglu, 2017; Marin, Martinez-Capel, & Vezza, 2013; Maroco et al., 2011; Nawar & Mouazen,
2017; Raczko & Zagajewski, 2017; Shah et al., 2017; Shichkin, Buevich, & Sergeev, 2018). In parallel with
the findings of this study, it is seen that RF method performs better than forecasting method in terms of
prediction (Bansal et al., 2018; Cuhadar, 2013; Fern’andez-Delgado et al., 2014; Maroco et al., 2011;
Nawar & Mouazen, 2017; Raczko & Zagajewski, 2017; Shah et al., 2017; Shichkin et al., 2018). Contrary
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to the results of our study, there are also studies in which MLPANN is more successful than RF
(Eriksson & Varatharajah, 2016; Kayri et al., 2017; Raczko & Zagajewski, 2017; Shah et al., 2017).

In the present study, as the RO method performs better than other methods, the variables that
this method deems important will be discussed in this section.

In this study; in prediction of MLPANN, while the most important independent variable
affecting the dependent variable was the Turkish success status of the students, it was seen that the
students had anxiety level in the estimation of RF. In the literature, it has been observed that anxiety
level is often influential on students' mathematics success (Aksu & Giizeller, 2016; Delice, Ertekin,
Aydin, & Dilmag, 2009; Inal & Turabik, 2017; Sentiirk, 2010; Yiicel & Kog, 2011). When this finding is
taken into consideration, it will be beneficial to organize training programs and seminars to reduce or
control the anxiety level of students. One of the factors that decrease the anxiety level of the students is
to receive family support. In this sense, it should be considered important to organize programs for
family education in schools.

The second independent variable which RF method found to be important after anxiety variable
is the Turkish success status variable. In parallel with our study; Inal and Turabik (2017) stated that
reading success has a significant effect on mathematics achievement. Considering that Turkish success
is an issue related to reading habits, it is important to consider scenarios that tempt and encourage
reading for students. Considering that mathematics literacy is directly related to analytical thinking
ability (Yildiz & Baltaci, 2016) and analytical thinking skill is related to imagination (Cetinkaya,
Yesilyurt, Yoriik, & Sanli, 2012), it is important to accept that the habit of reading books will significantly
increase the success of mathematics course. Because reading is known to increase imagination and
analytical thinking (Tanju, 2010).

Within the scope of the research, the independent variables that RF found important after the
variables of “anxiety level of students” and “Turkish lesson success” were as follows; mother education
level and motivation levels of students. Parallel to the findings of this study, in many other studies, it
has been reported that mother education levels of students have positive effects on student success
(Dursun & Dede, 2004; Giirsakal, 2009; Karabay, 2013; Karabay et al., 2015; Savas, Tas, & Duru, 2010).
In our study, while mother education level was found to be more important than father education level,
Anil (2009) stated that, contrary to the findings in our study, father education level was more effective
than mother education level. On the other hand, another important variable in the present study is
motivation. Many studies show that there is a statistically significant positive relationship between
motivation level and academic success of students and this is also valid for mathematics literacy of the
individuals (Aksu & Giizeller, 2016; Inal & Turabik, 2017; Uredi & Uredi, 2005). Considering that there
is a correct relationship between motivation and performance (Bayraktar, 2015), in this sense, it is
important to see approaches that improve / increase students' motivation in the school environment.
Factors affecting the internal and external motivation of the students should be taken into consideration
and attention should be paid to improving the motivation of the classroom or school climate.

Another independent variable that RF finds important is the student's belief related to
epistemology (knowledge philosophy). In many studies, the effect of this variable on success has been
frequently investigated (Aydin & Gegici, 2017; Deryakulu, 2004; Deryakulu & Biiyiikoztirk, 2005;
Eroglu & Giiven, 2006; Ko¢-Erdamar & Bangir-Alpan, 2011; Sadi¢ & Cam, 2015; Ozkan, 2008; Unal
Coban & Ergin, 2008). In parallel with the results of our study; Aydin and Gegici (2017) stated that there
was a statistically significant relationship between students' beliefs in epistemology and mathematics
success (p <0.01). However, Dursun and Dede (2004) and Dursun Siirmeli and Unver (2017) determined
that there is no statistically significant relationship between this variable and mathematics success.
When belief in epistemology is considered in the most general way as individuals' subjective beliefs
about what knowledge is, how knowledge and learning take place (Deryakulu, 2004) in organizing
students' cognitive and affective diagrams towards learning mathematics should be met. In the context
of belief in knowledge theory, learning mathematics; ability, effort or belief that there is a single line
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(Delice et al., 2009), taking into account the students' beliefs at this point is necessary to determine the
belief. Thus, some scenarios (such as confidence-building psychological support programs) need to be
arranged to eliminate the factors that prevent learning.

According to RF, “teacher interest” on students' mathematical literacy was determined as a
significant independent variable. Akyiiz (2006) and Akyiiz and Pala (2010) found a statistically
significant negative correlation between the interest of Turkish and Greek teachers to their students and
mathematics literacy; however, they found no statistically significant relationship for Finnish teachers.
In a related study, Ilgiin Dibek and Demirtagli (2017) found statistically significant negative relationship
between students' success in mathematics in Turkey and " teacher's interest” Yilmaz (2006) found a
positive statistically significant relationship between teacher interest and mathematics success.
Considering the significant relationship between mathematics literacy and teacher interest; the
individual differences in cognitive, sensational and psychomotor levels should be taken into
consideration by the teacher. It should be emphasized that approaches should be taken according to the
fact that students will be affected by any attitude towards them, such as being condescending by their
teachers.

Another important variable that RF finds important is the father's education level, and in
parallel with the findings of our study, it has been reported that the father's education levels of the
students have a positive effect on students” success (Anil, 2009; Karabay et al., 2015). In this context, the
continuation of education in formal or informal environments (such as allocating time for
undergraduate and graduate programs) within the framework of lifelong learning philosophy can be
seen as important for the role model of the student.

It is stated that the disciplined classroom environment variable, which is another important
variable determined by RF, positively affects mathematics success in many studies (Akyiiz, 2006; Akytiiz
& Pala, 2010; Aydin, 2001; Dursun & Dede, 2004; Hgﬁn Dibek & Demirtagli, 2017; Kiigiikahmet, 1999).
Class discipline should be considered as a general concept that includes many features from teacher's
stance to control of assignments, students' class placement and teacher's body language (Pala, 2008). In
this context, it should be seen significant that teachers use body language and spoken language well in
classroom environment. In addition, the teacher should organize the individual and group work well.

In the present study, another important variable that RF considers as important is that teachers
see the students' mathematical intelligence to be at low level. According to mathematics teachers,
mathematical intelligence of students has a significant effect on mathematics success (Dursun & Dede,
2004). As mentioned above, variables such as teacher's interest, motivation and anxiety of students are
very important factors on mathematics literacy, and likewise, teachers’ considering the low level of
mathematics intelligence of the students affects mathematics success negatively. It should be seen
significant that the teacher is trying to develop different teaching styles for students with learning
difficulties.

Within the scope of this study, in order to generalize the findings, it is recommended that new
studies be conducted on different samples. However; it is thought that this study will serve as an
example for the use of data mining methods in the process of educational research. On the other hand;
it will be possible to contribute to the improvement of our performance in PISA exams with the
implementation of projects that will be prepared taking into account the factors that have an impact on
students' mathematics proficiency.
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